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Use of Iverson's language A€% for  s t a t i s t i c a l  computing 
F L  J. Anscmbe 

1. STATTSTICAL C O m I N G  

A symposium on s t a t i s t i c a l  computing was held by IBM i n  1963; the pro- 
ceedings were subsequently published [ ]. Another such symposium wa6 

held i n  London i n  1966; papers have been published [ 14 1. 
latter symposium a working party was formed t o  coordinate and stis;rulate fur- 

ther developments i n  s t a t i s t i c a l  computing, 

During the 

Prominent among the topics discussed i n  the London symposium and else- 
where i n  the recent l i t e ra ture  are 

(i) 

(ii) 
Under i t e m  (i) come questions of standardizing the layout and coding of 

standardization t o  f ac i l i t a t e  exchange of information, 
communication between persons and computers. 

tape fi les of s t a t i s t i c a l  data -- for  example, f i les  of material collected 
i n  a sociological survey. The aim here i s  t o  permit copies of the tape to 
be studied and used by workers at  different centers, using different comput- 
ing equipment and possibly different Languages. 
@e for standardizing some features of computer programs. 
names would f ac i l i t a t e  reading of programs by others. 
and tes t ing of programs me stressed. 

Suggestions have also been 
Standard variable 

Good documentation 

Standardization i s  not discussed i n  t h i s  paper. 
As for  item (ii)> the computer has not so far had the prafmnd effect 

on s t a t i s t i c s  that  it has had on some other f ie lds  of science and technology. 
S t a t i s t i ca l  method as generally practised today w a s  largely developed during 
the period between the world wars, 1918-1939, and was conditioned by the 
principal coaputing resource of that time, the desk calculator. 
years numerous computer program have been prepared t o  reproduce on a large 
computer the kinds of calculations formerly done on desk calculators. Such 
programs have greatly aided s t a t i s t i c a l  work. 
the computer is  vastly greater. 
out rapidly and w i t h  l i t t l e  e f for t  by the investigator, output can be asked 
fo r  that  formerly w a s  not thought of because it w a s  unthinkable. 
is offered t o  s t a t i s t i c a l  theory: 
asking, at almost no cost, what output should be asked for -- what questions 
is  the output relevant to, what can be made of it? 

In recent 

But the potential  aid from 
If large amounts of computing can be carried 

A challenge 
i f  almost any output can be had for the 
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There has certainly been some progress toward realizing the potent ia l i t ies  
of the computer i n  s t a t i s t i c a l  work. 
The main reason why more progress has not been made is, presumably, that cam- 

puters are hard t o  communicate with. The old desk calculator had some aerits 
not found readily i n  a large computer, 
operator of a desk calculator sometimes obtained unexpected insight, and 
could at any moment modify h is  plan of calculation. 
program is l iable  t o  seem uninformative and inflexible or, if informative 
and flexible, then confusing. 

Many new techniques have been tried.  

In  laboring over the figures, the 

By contrast a computer 

S ta t i s t i ca l  analysis is  experimental. It has always been so t o  some 

extent, it w i l l  become more so i n  the future. When a s ta t i s t ic ian  is pre- 
sented w i t h  some data, he may know what analytic steps he would l ike to see 

carried out first, but he cannot know un t i l  he has explored the consequences 
of preliminary analyses what he w i l l  come t o  consider a satisfactory final 
analysis of the data. 
must be adjusted t o  f i t  the data; the adequacy of theoretical  descriptions 
or "models" must be assessed. 
w e l l  defined at  the outset than the task of, say, tabulating a mathematical 
function. 

Good s t a t i s t i c a l  analysis i s  done i n  steps. Methods 

The task of s t a t i s t i c a l  analysis is much less 

Interaction between the investigator acrid the computer is required. 
The persons who have occasion t o  use computing equipment for statis- 

t i c a l  analysis are very diverse i n  their  knowledge of, and interest in, both 
s t a t i s t i c s  and computing. 
intolerable t o  another. For example: 

A f ac i l i t y  that  i s  attractive t o  one may be 

( a )  Consider a researcher who works i n  a f i e ld  tha t  yields s t a t i s t i c a l  
problems, but who i s  not himself primarily a stat is t ic ian.  He wishes t o  use 
good s t a t i s t i c a l  tools t o  better his  understanding of his field.  
interested i n  statist icalmethcds for  the i r  own sake, and does net wish t o  
experiment with them (more than he has t o ) .  The less  he must be cencerned 
with the techaicali t ies of s t & t i s t i c a l  calculations the better. 

He is not 

(b) A t  another extreme, consider a statist ician,  interested in the 
development of s t a t i s t i c a l  procedures, interested i n  relevant mathematics, 
interested i n  particular bodies of data mainly as examples of statist ical .  
prQblems. 
but only if he fu l ly  understands what the Frogran does. 
with the computer i s  easy enough, he generally prefers t o  write his own pro- 

grams, so that he may do exactly what he wishes, rather than what someone 
e l se  has wished. 

He may be happy t o  use a computer program written by someone else, 
If communication 
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Nmerous attempts have been made t o  accomodate Man (a), 
packages have been written, f o r  operation i n  batch mode, i n  which the user 
specifies various options i n  output. 
a well-known example. 
computer can "take charge" of the whole procedure, by interrogating the user 
about what material he wants analyzed, explaining t o  him what procedures axe 
available and asking h i m  a t  each step what he would l ike done next. Such an. 
interrogatory system, i f  well designed, can give assistance and guidance t o  
the user, while permitting him considerable freedom of choice. Examples are 

Schatzoff's system COm for two-way tables [ l1, 1T and A.J.T. Colin's statis- 
t i c a l  system { [  l Q  1, pp. 111-119). 

of system. 
logical. How can the interrogation be conducted, so that misunderstanding 
is unlikely, guidance i s  offered t o  users who need it, and the system does 

not seem excessively clumsy t o  experienced users who know how they wish t o  

proceed? 

Mmy program 

The BMD biomedical programs [ ' 3 are 
When operation i n  conversational mode is  possible, the 

It seems l ikely that much further attention w i l l  be paid t o  t h i s  type 
The problem of  designing one i s  not only s t a t i s t i c a l  but psycho- 

As for Man (b), he needs t o  be able t o  write his awn programs. An 

explosive development of s t a t i s t i c a l  science can be expected once programing 
can real ly  be done by any interested person, without a large preliminary 
investment of time i n  mastering a computer language and without much tima 
spent i n  actual coding. (Time spent i n  deciding jus t  what t o  do and how t o  

do it i s  another matter altogether, for which the computer and its sof'twme 

should not be blamed! ) No doubt Man (b) will make use of previously tm2tten 
programs (preferably written by himself), but he needs also t o  be able to 
improvise, 

What makes  programming so tedious i n  F O R W  and other comxnonly used 
langpages is  the negotiation of arrays. 
not jus t  on individual numbers, but on whole vectors or matrices; and i n  
these lmguages such operations must be spelled out i n  loops -- loops, and 
loops within loops, init ialized, ranged and fussed over. Numerous attempts 
have been made t o  lessen the tedium through special computing systems designed 
for particular types of user. 
mainly concerned w i t h  a not very broad class of array operations, and a 
vocabulary of such operations is  made availtllole t o  him as a special system. 
Thus OWTAB [ 3 was based on the fact  that  much of the work of tabulat- 

Arithmetical operations are required, 

It is  noticed tha t  a certain type of user is 
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ing mathamtical functions and also of processing experimental observations 
involves a small variety of operations on vectors, and so these are made 

direct ly  ava ihble  i n  the system. STORM [ 9 7 provides a l ibrary of matrix 
operations designed for analysis of variance and regression calculations. 
COSMOS fschatzoff [ 12 1) offers primarily s ix  basic operations on vectors 
and matrices i n  terms of which analysis of variance, factor analysis and 
other quadratic calculations can be readily expressed. ( 1  1 

The capi ta l  diff icul ty  i n  designing any such system is  t o  know when to 
leave off. 
easily, he finds he sometimes wants t o  do fwther  things not already provided 
for. 
point that  it encompases everybhing that can be done i n  a general-purpose 

As soon as the user i s  able t o  perform h i s  standard calculations 

There is pressure f o r  the system t o  be extended, extended even t o  the 

algorithmic language l ike FORTRAN. 
because of the diversity of logical operations tha t  occur i n  programming. 
What was at first a collection of a few easily remembered commands becomes 
something much more intr icate  and d i f f icu l t  t o  assimilate -- though possibly 
effective and worth assimilating, 

The purpose of t h i s  note is to suggest that  M. E. Iverson's language 

known as APL (a f te r  the t i t l e  of his original book on the subject [ I), 
though not developed specially f o r  s t a t i s t i c a l  work, i s  i n  fact  very suit-  
able for t h i s  purpose. 

But now the system m u s t  be quite rich, 

Two sal ient  reasons are: 
(i) APL was designed a t  the outset t o  handle (almost indifferently) 

scalars, vectors, matrices and rectangular arrays i n  any nmber of dimensions. 
A l l  the basic arithmetic operations can be performed on arrays jus t  as w e l l  
as on scalars, without any loop written i n  the program. 
therefore tend t o  contain few loops. 
of array operations as en t i t i e s  without a logically irrelevant internal 
sequence; t h i s  is  a?sthcl5cally plessing, even illuminating. 

Programs i n  APL 
The programmer is  encouraged t o  think 

(ii) There i s  a high degree of consistency i n  APL, resulting from a 
high degree of generality i n  the definitions. 
by a very f e w  simple rules. 
lwnguage is easy t o  rexmber. 
features that require freqcent reference t o  the manual. 
fore has a peculiar dignity and reasonableness. 
ing. 

Syntax is  governed ruthlessly 
Once the basic vocabulary i s  learned, the 

Thzre i s  a remarkable absence of ar'oitrary 
The language there- 

One feels it is worth learn- 
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What is  l ikely t o  prove the relative usefulness of APL for  s t a t i s t i c a l  

computation, compared with special s t a t i s t i c a l  systems? It has already been 
suggested that  some users, including Man (a), w i l l  be best served by an inter- 
rogatory system i n  which nothing that  would ordinarily be called programing 
is called Tor. Other users, with technical interests  intermediate between 
those of Man (a) and Man (b), w i l l  be able t o  make good use of a noninter- 
rogatory s t a t i s t i c a l  system. The more the user resembles M a n  (b), the nore 
directly he w i l l  wish t o  control his  computing and the greater the variety 
of computing he w i l l  wish to do, 

by the best general-purpose algoritlmic language, which a t  present appears 
(by an order of magnitude) to bc APT;. 

Nan (b)  w i l l ,  as it seems, be best served 

( 2 )  

If t h i s  l a s t  conch-sion ultimately receives general assent, the situa- 
1x1 t ion i n  regard t o  s t a t i s t i c a l  software w i l l  resemble that for hardware. 

the l a t e r  1940* s, before big canputers were generally available, discussions 
were held between s ta t i s t ic ians  and coaputer experts about s t a t i s t i c a l  COTI- 

puting. 
having special f a c i l i t i e s  for smming squares and products? 
advised against this ;  the effor t  would be better expended on a general-purpose 
machine. If a good-enough general- 
purpose machine is available, no one wants t o  be handicapped with a special- 
purpose machine. 

Would it be possible to develop a machine for analysis of variance, 
The experts 

We see now that the i r  judgment was right. 

The situation ezems t o  be similar w i t h  software. 

2.  D3SCRIPTIOW OF APL 

Iverson's progrming language, as originally published i n  1962, was 

intended for precise and concise expression of algorithms, so that  computing 
procedures could be discussed and communicated. It differed from ALGOL i n  
having a larger vocabulary, a more powerful syntax, and a notation and way 
of thinking closer t o  established mathematics. ( 3 )  No attention was paid t a  

the existing peculiari t ies of computer hardware and organization, nor t o  the 
existing meagerness of key-punch character sets. 

Recently a modified version of the language, called APL-360, has been 
implemented experimentally a t  15X's Thomas J. Watson Research Center, York- 
town Heights, N.Y., as a coding language for computation i n  conversational 

T17e computer is an IBM 360 ~ c d e l  50 . .  mode through typewriter terminals. .. * 
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(a  model 65 or 67 is also used). The system is inbrpret ive;  programs are 

not compiled. 
mode (unless a translator into APL i s  available). l3qhasis .trg to now has 
been on development and improvement of the system, with only a modest scale 
of implementation. 

No language other than APL is accepted i n  conversational. 

High-speed input and output devices have not been in- 
corporaked; workspaces have been small. (4) 

!?hat follows is a partial  description of APL, as it can be used i n  the 
above-ment ioned eqer b e n t  a1 implement at ion, for  st a t  i s t  i c  a1 computation. 
The complete f a c i l i t i e s  available m e  described i n  the m u a l  [SI. This 
partial description i s  intended t o  convey the f ee l  of the language, without 
introducing the reader too suddenly t o  too great a flood of unfamiliar nota- 
tion. 
w i l l  be presumed, but for the benefit of the unacquainted there is  an appen- 
dix on some common computing terms. 

Slight previous acquaintance with FORTRAN or other archaic language 

(a) Preliminaries, standard scalar f b c t i o n s  
The system can be used as a desk calculator. If the operator types 

" 2  X 3" and then touches a key to transmit t h i s  message, the computer 
responds by causing ''6'' to be typed on the next line. 
the terminal i s  unlocked and ready t o  receive a new command, the typeball is 
i n  such a position that the operator's command i s  indented s ix  spaces, whereas 
the machine's reply. i s  usually not indented. 
party typed what. ( S t i l l  clearer distinguishing can be effected 
on some terminals by use of a two-color ribbon, arranged so that the  operator's 
instructions m e  i n  red and the machine's replies are i n  black, 
is unnecessary, however. ) 

When the keyboard of 

Thus a reader can t e l l  which 
See Figure 1 .  

That refineaent 

Usually when a calculation i s  made the operator wishes t o  store it for 
M u r e  reference under a name. 
l e t t e r s  or d ig i t s  s tar t ing w i t h  a le t te r .  
content) t o  such a name i s  denoted by a left  arrow. If "2 X 3" is assigned 
t o  the rime X (see line 3 of Figure 11, the machine does not type anything 

in reply, but when the calculation has been done and the result stored under 
the mme X the carriage is shif-ted six spaces and the keyboard is unlocked 
for  mother coxanand. 

The name may be a s t r ing of one or more 
Assignment of a value (or other 
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x+2 
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x'*2 

x+x+4 

K+2*2 

(X+2 j+2 

6r 5 

bi *2 

3!7 

l = X +  10 

3xX> 0 

X<! 3 

x+fj 

I. 
2. 

3, 
4. 
S. 

b e  

7. 
8.  

9. 

10. 
11. 
12. 
13. 
14 . 
15. 
lb. 
17. 
18. 
19 8 

20. 
21. 
22. 
23. 
24. 
25, 
26 * 
27. 

1,666666667 28. 
0 , 0 1 ~ ~ 0 . 5 + 1 0 0 ~ X + 6  29. 

1.67 30. 

Csmnand typed by operator. 

Reply by curnputer. 
2x3 stored urider naae X, 
Display x+2 ,  . 
Rep1 y by cornpu ter. 
Two previous orders combined, 

x squared. Ut-: XxX 

Value of X changed to 10, 

Divide 10 by (2+2). 

Ur: 2*x+2 

The greater of 6 and 5. 

The lesser of 6 ard e2. 

hnber of canbinations (;I, 

I s  (Xt10) equal to l? 

Yes, that i s  true. 

3 times the truth value of ( X > O ) .  

Is x less than 6? 

k, that is ' fa lse.  

Or:  @%+ti 

(X46) correct. to twu decimals. 

, FIGLIKE 1, Dialog in APL on the left, Comnents added on the right. 
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Whenever the typed comtnand does not assign a l l  calculated quantities t o  

names, the unassigned resul t  i s  typed out. Thus when we typed ( i n  line 1 )  

just " 2  x 3", without assigning the result anywhere, we obtained the typed 
reply ' '6". But when 2 X 3 is  assigned t o  X, nothing is  typed i n  reply. We 
can c a l l  for X later by jus t  typing X; since X is not assigned anywhere by 
tha t  instruction, i t s  value i s  typed out. In  Figure 1, X + 2 is asked for 
at l ine  4. (It is  possible t o  refer  t o  the typewriter as though it were a 
named variable; i t s  name is a square symbol called ''quad". ?+?e can ask for  
a resul t  t o  be typed out by assigning it t o  quad, as shown i n  the comment at 
l ine  27 of Figure 1. 

useful, as we shall  see. ) 

This alternative way of asking for a display i s  sometimes 

The two commands, t o  calculate 2 x 3 and store it under X, then add 2 

and display the answer, could have been combined i n  one instruction as shown 
at l ine  6. 

This i l l u s t r a t e s  a very simple syntactic rule of APL that  saves much 
trouble i n  the long run but takes some getting used to.  
tains more than one operation or function, the right-most operation is  per- 
formed first, then the next right-most, and so on. Thus i n  a sense the 

machine reads from right t o  lef t .  In  the composite instruction of line 6, 

the machine first computes 2 X 3, then stores tha t  under the name X, then 
adds X onto 2, then (having nowhere else t o  put it) types out the result .  
If we wish t o  modify th i s  right-to-left execution we must use parentheses -- 
compare l ines  11 and 13. 

When a command con- 

The four elementary dyadic functions of arithmetic, addition, subtrac- 
tion, multiplication and division, are denoted by their usual symbols (4, -, 
X, f ) .  Emonentiation i s  denoted by a star instead of by raising the expo- 
nent -- see l ine  8. 

and given special syuzbols, the sTymbol denoting the function always being 
placed between i ts  two arguments, jus t  as with +. Examples are shown i n  
Figure 1. 

the truth values 1 or o according t o  whether the corresponding statement is 
t rue or  false. 

A good many other basic dyadic functions are recognized 

Mote that symbols l ike  =, >, 5, ... stand for flurctions taking 

Some of these function symbols have a meaning as monadic functions when 
no argument is placed i n  front. Thus -A means 0 - A, the  negative of A; 4 A 

means 1 + A, the reciprocal of A; *A means the natural  exponential of A, or eA; 

!A means factorial. A. The L-like symbol that  means "the lesser of" when 
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placed between two quantities {l ine 17) means "the integer part  opt when it 
has no aslgtment preceding it ( l ine  2 9 ) .  

Mumerical calculations are performed by the machine, according t o  need, 
either i n  single-precision integek arithmetic or i n  floating-point "extended 
precision" arithmetic with precision equivalent t o  about 14 decimal d ig i t s  
i n  the mantissa. 
tha t  t r a i l i ng  zeros a f t e r  the decimal point are omitted. 

Results are ordinarily printed with ten digits, except 

There is no vocabulary i n  the language relating specifically t o  format, 
and no requirement tha t  formats be specified. For many purposes there is no 
need t o  control the format of typed output, except sometimes by the rounding 
procedure i l lus t ra ted  a t  l ine  2 9  of Figure 1. The language has f a c i l i t i e s  
for character manipulation, which however are not described here. With these 
it is possible t o  control the format of printed output as minutely as is cus- 
tomary with other languages such as FORTRAN, and tha t  should usually be done 
i f  the output i s  t o  be a table or other matter for photographing. 
nat  control i s  not i l lus t ra ted  here. 

- 

Such for* 

It so happens tha t  every number shown i n  Figure 1 i s  positive. Negative 
numbers are typed with a "high minus" sign in  front of them, regarded as part 
of the number, not as a function. Compare l ines  1 and 3 i n  Figure 2 .  

So far we have considered only single numbers (scalars). The peculias 
virtue of APL for  s t a t i s t i c a l  work w i l l  not appear u n t i l  we come t o  arrays. 
But  at t h i s  point two cleannesses in  the language should be noticed. Firs t ,  
there i s  quite a r ich vocabulary of standard functions, each represented by 
a single symbol (not a l l  of them have been shown i n  Figure 1 ) .  

with ordinary usage f o r  addition ( c )  and multiplication ( x ) ,  a l l  functions 
that  have two arguments are invoked by placing the function name between the 
arguments. Thus we write AfB rather than f (A, B), where f is the name of the 
function and A and B are the arguments. Similarly, i f  a function has jus t  
one argument, the argmznt follows the function name, as i n  fA. These con- 
ventions apply also t o  functions defined by programs, as we shall see below. 
Thus a l l  functions, whether they are the basic operations bu i l t  into %he 
language or defined functions tha t  some people would term "macros", are 
referred t o  and called i n  similar style. 

In accordance 

It should a l s o  be noticed that  no rule of inherent precedence among the 
basic operations (or any other functions) has t o  be learned, The only prece- 
dence comes from position, according t o  the rule that execution is from right 
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t o  left.  Th i s  rule i s  harder t o  keep i n  mind than one might suppose, because 
it sometimes opposes comon usage. Unfortunately, common mathematical usage 
(and also FORTRAM programming) involves a mixture of left-to-right and right- 

to- lef t  reading and many arbitrary special conventions. 
can appear equally natural i n  a l l  circumstances. 
t ion  seems pleasantly siaple and unambiguous a f t e r  the first shock. 
(b) Arrays 

No precedence rule 
APL's right-to-left conven- 

A variable name i n  APL can jus t  as well stand for an array a6 for  a 
scalar. 
(Letters, d igi ts  and other symbols of the language); but character arrays 
w i l l  be touched on here only very l ightly.  
is made, and the same variable name may stand for axrays of different sizes 
at different times i n  an extended computation. 

The members of an array may be either a l l  numbers or all characters 

No i n i t i a l  dimension statement 

The permitted kinds of array are (i) a vector, (ii) a rectangular matrix, 
Sharp distinctions (iii) 8 rectangular array i n  three or more dimensions. 

are made between types of array. 
indexed, a vector i s  a l i s t  or concatenation of items indexed by one in8ex- 
ing variable (or subscript] taking consecutive positive integer values; a 
matrix is  a set indexed by two such indexing variables; and so on. 
number is ordinarily taken t o  be a scalar, though fo r  special. purposes it 
can be made into a vector of one component, or a matrix with one row and one 
column, e tc ,  
deznands it,) 
a vector, though if  we wish we can make from it a matrix having ei ther  one 
row or one column, these being the "row-vector" or "column-vector" familiar 
in  matrix dgebra.  
but jus t  vectors! 

Tdhereas a scalar i s  a single i t e m ,  not 

A single 

(Such a change of status i s  usually understood if  the context 
Similarly, a simple l is t  of numbers i s  ordinarily taken t o  be 

Vectors in  APL are neither row-vectors nor column-vectors, 

Concatenation is  denoted by a coma. Thus "1, 2, 3" denotes a vector 
with three cowonents. 
denotes the vector consisting of V followed by 5. 
notation, the individual components of a vector V might be denoted by 
V,, V,, ..., using subscripts. I n  the present implementation of APL, since 
subscripting is  not conveniently feasible, the indexing variable i s  placed 
i n  sqwre brackets, and the components are written V[i 1, V[2 1, . . 
B subset of cornponents, indexed by a vector of index values, we may write 
V[1, 3, 51, for example, or VCI], where I is  any vector of index values. 

If V denotes e i ther  a vector or a scalar then "V, 5" 

In  ordinary mathematicaJ. 

To select  
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The two indexing variables of a; matrix are  separated by a semicolon (a 
Thus N[2;i3 i s  the 

If I and J are 

coma would not do, for it would denote concatenatioh). 
element i n  the second row and first coltmn of a matrix M. 
vectors of index valrres, fi[X;J] i s  tlie submatrix of M consisting of the inter- 
section of rows I and columns J. 
and M[;J] is  that of complete columns J. 
W[;J] are vectors. 

M[I;]  i s  the submatrix of complete rows I, 
If I and J are s c a l ~ s ,  M t l ; ]  and 

!Wo special notations for vectors need t o  be noticed. Ii) An i o t a  
followed by a positive integer N stands for the vector of the first N positZve 
integers, (1, 2, ..., N ) .  I o t a  followed by o stands for an empty vector. 
(ii) A vector of numbers may be typed w i t h  the nurabers separated by spaces 
instead of comas, i n  which case the numbers w i l l  be understood t o  be t i e d  

as though enclosed i n  parentheses. 
-c --I_ 

Rho (p) stands fo r  a function, either monadic or dyadic, concerned with 

the size of arrays. As a monadic function, p followed by an array nae ,  say 

A, is  a vector expressing the size of A. 
of length 1, whose member is  equal t o  the number of members i n  A. 
a matrix, pA is  a vector of length 2, the number of rows of A followed by 
the number of columns of A. If  A is a vector, ppA is equal t o  1. 
a matrix, ppA i s  equal t o  2 .  Similarly for  arrays of higher dimension. If 
A i s  a scalar, pA i s  empty and ppA i s  equal t o  o (interpretations tha t  me 
consistent with the foregoing, though perhaps surprising). 

A s  a dyadic function, p preceded by a vector A and followed by a scalar 

If A i s  a vector, pA i s  a vector 
If A is 

If A I s  

or vector B is an array whose s ize  is  A, formed frommembers of B concatenated 
with i t s e l f  if necessary, i.e. (€3, B, B, . .. ), pApB is equal t o  A. See 
Figure 2, l ines 11 and 18. This dyadic p permits any matrix or higher- 
dimensional array t o  be entered into the workspace from the keyboard. 
coefficients are first entered as a vector, and then the vector i s  restruc- 
tured into the  desired array by the p function. 

The 

Now at l a s t  we come t o  the application of the standard scalar functions 
(such as were i l lustrated i n  Figure 1 )  t o  arrays. 
ways i n  which such functions can be applied t o  arrays, and these must be dis- 
tinguished. 
a remarkable feature that separates APL from other computer languages and 
systems. 

There are several different 

A11 the standard scalar functions are treated exactly alike -- 



- 
1+3 

2 

-1+3 

-4 

bif'+2xr4 

2 4 6 3  

Kl 3 111 
2 6 2 2  

I P F  r P  I/' 

w@-2 3@V 

1 4  

1, (kegative 1) plus 3. 

2. 
3, 0-(1+3). 

4.  Negative 4. 

5 .  i S  2x( l92 ,3 ,4) .  

6,  

7, Select some inembers of V. 

8. 

9. 

10 

2 2 3  

;y1c ;lj 

2 8  

l o p  1 

1 1 1 1 1  

bA+( 0 

1 0.01 5E-5 

+ / A  
1.010050167 

- / A  
0.9900498337 

H! 5 

1 1 1  

12, Matri? pringed with indentation 

13. 
14. 

15, That is: 2, (2, 3) .  

16. 
17. 
18. Oisplay a vector of ten ones. 

and l ine skip. 

Uisptay f i r s t  colunn of id. 

A vector, not a "colum vector", 

1 1  19 
I*&) + ! ti+ s 15 20, F i r s t  G ternis o f  series for exp(0. 

1.66666666 7E-7 4.16666666 7B-10 8.3333333333-13 21. 
22, Sun of these terms. 

23, 
24. SUB with alternating signs to 

approximate exp(-O,oi). 
25 , 
26. bincinial coefficients. 

1 5 1 0 1 0 5 1  27. 
(13)Q.S15 28. An outer product. 

1 1 1 1 1  
0 1 1 1 1  
0 0 1 1 1  

29 b 
30 * 
31. 

FIGURE 2. Continuation of Figure 1. 
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F i rs t  l e t  us consider applications that leave the  array size unchanged. 
If f i s  a standard monadic scalar function and A is  an array, f A  is  an array 
of the same size as A obtained by applying f t o  each member of A. If f is  a 
standard dyadic scalar function, and if A and B are arrays of the same size 
(so that pA is  equal t o  pB), then A f B  i s  an array of the same size as each 
of A and B, obtained by applying f t o  pairs of corresponding members. The 

expression A B  retains a meaning if one argument is  an array but the other 
i s  scalar; the scalar i s  understood t o  be repeated t o  form an array o f  the 
same size as the other ar:gment, and then f i s  applied t o  pairs as before. 
These usages are a l l  i l lustrated i n  l ine 2 0  of Figure 2 .  F?e see tha t  the  

vector (0, 1, 2, 3, 4, 5 )  is  labeled N. The factor ia l  sign i n  front of N 
gives the vector of factor ia ls  of the members of M, that i s  

(1, 1, 2, 6,  24, 1 2 0 ) .  

The expression in  parentheses stands for the scalar 0.01 raised t o  the power 
of the members of N, that i s  the vector 

- 4  -6  -8 -10 (1, 10 , 10 , 1 0  , 1 0  }. 

These two vectors are divided, term by tern, t o  give the vector 
-2 -4 

which i s  labeled A and displayed. See also l ines 5 and 26. 
Another way of applying a standard dyadic scalar function t o  an array 

i s  t o  compress it, reducing i t s  dimensionality by one. 
vector. Then f / A  stands for 

Suppose that A is a 

A b l f A [ 2 l f  ... fA[@] 
where as usual execution i s  from right t o  l e f t .  
the elements of A, and X/A i s  the product. 
A familiar example of term-by-term multiplication followed by sum compression 
(scalar product of vectors) is  the evaluation of a one-dimensional integral  
by a quadrature method such as Simpson's rule  or a Gaussian fomula. Let Y 
denote the vector of ordinates and W the vector of corresponding weights. 
Then the desired resul t  i s  

Thus +/A i s  the sum of a l l  
(See l ines 2 2  and 24 of Figure 2 . )  

+/YXW. 
If A i s  a matrix or higher-dimensional array, the coordinate t o  be c m -  

pressed must be specified, and that  i s  done by "subscripting" the campression 
symbol /, by adding the coordinate number in  square brackets. 
matrix, +/[l]A means the vector of sums over the rows, that  is, the column 

If A is  a 
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tota ls;  whereas +/[2]A means the SUMS over c o l m s ,  or the row totals. The 
latter m y  also be written +/A, with the understanding C h a t  i f  the / is not 
subscripted it relates to the last coordinate of the array A* 

A standard dyadic scalar function f can be applied t o  two arrays A and 
B t o  form EUI "outer product" of size ( p A ) ,  pB; f I s  applied t o  every possible 
pair consisting of a member of A and a member of B. When f is multiplication 
and A and B me vectors we obtain the ordinary matrix outer product. 
notation for outer product (sraall c i rc le  followed by period foUowed by f) 
is shown at l ine  28 of Figure 2, where f i s  the function - <. 

thZ8 outer product would have been 

The 

If f had been x, 

1 2 3  4 5 
2 4 . 6  8 1 0  

3 6 9 12 15 

and Sf f had been +, the outer product would have been 
2 3 4 5 6  
3 4 5 6 7  
4 5 6 7 8  

Much use is made of outer products, as we shall see. 
The familiar inner product of ma;trix algebra involves two stanaard 

dyadic scakr Rurctions, multiplication and addition, and is denoted by 
A*.XB. 

the first member of pB. More generally, an "inner product" A f . g B  c832 be 
formed using any t w o  standard dyadic scalar functions f and g. 

are both vectors of the sane length, the inner product A+.%B is j u s t  the 
ordinary scalar product, +/Ax& 

i n  APL. Symbols are introduced t o  meet common needs, but they are defined 

broadly, so that  many possibi l i t ies  are brought i n  "for free", sone of which 
turn out t o  be useful. 
obviously encompas ordinary matrix addition. 
twomatrices A and B of the same size by writing A + B. 
does not re la te  specially e i ther  to matrices or t o  addition. 
seen, A and B may be rectangular arrays of any size and dinensiomlity (the 

safe for A and B), or one may be an array and the other a scalar; moreover, 
.t may be replaced by any other standard dyadic scalar flmction. 
possibUties are just  as useful as the ordinary matrix sum. 

Here A and B are arrays such that the last member of pA is e@ t o  

If A and B 

This is an appropriate point t o  comment on the generality of definitions 

Thus any language designed to handle matrices must 
In APL we express the sum of 

But t h i s  notation 
For as we have 

Uany of these 
And simi3ar3y 
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for the other array operations Just  described, especially the "outer productTfi 
Because of t h i s  generality i n  the definitions, statements i n  Asfi of'ten have 
a high degree of ambiguity (as, for example, the statement "C left-=row A -I. B" 1. 
The s ta temnt  acquires a precise meaning from i ts  context. 
t ion -- information that has previously been given or implied -- is not required. 
If the s ize  of A has been previously determined, it need not be mentioned when 
the sum A + B is called for. In aPL, as i n  ordinary English, reliance on con- 
text leads t o  economy of expression. 
exploited. For exanrple, an argument i n  a regression program could be a vari- 
able Y, standing either for a vector of obsemtions or for a matrix formed 
from several observation vectors of equal length se t  side by side which we 
wish t o  malyse simultaneously i n  parallel. With a l i t t l e  care i n  writing, 
the program may rmn equally well i n  either case. 

Superfluous informa- 

Occasionally ambiguity i s  deliberately 

- 

We have now met most of' the symbols l ike ly  t o  be useful i n  s t a t i s t i c a l  
calculations. 
Figures 1 and 2, it will be more interesting t o  show a f e w  small examples of 
s t a t i s t i c a l  calculation. We begin with direct  "impromptu" dialog between 
operator and machine, and then pass on t o  defined functions, which permit 
caxerully considered program t o  be stored and used repeatedly. 

Rather than continue t o  i l l u s t r a t e  individual usages as i n  

These i l lus t ra t ions  are not intended to represent the  present art of 
7 

s t a t i s t i c a l  analysis. For one thing, scatterplotting i s  not shown, although 
the ease with which t h i s  can be done is  possibly the most valuable g i f t  of 
the computer t o  s ta t i s t ics .  
how a s t a t i s t i c i an  may apply an APL terminal t o  some common tasks. 

The i l lustrat ions are intended merely t o  suggest 

3. ILLUSTRATIONS 
( a )  Dialogs 

Figure 3 re lates  t o  observations of the number of heads showing when tsa 
Twenty-five such observations were made by stu- coins have been thrown down. 

dents i n  an introductory s t a t i s t i c s  course, Let us see whether the readings 
conform with the usual theoretic idea of independent binomial variables wieh 
probability of heads equal to one half. 

The twenty-five readings are entered and named Y at  l ines  1 arid 2, and 
counted ( l ines  3 and 4). 
values (0 ,  1, 2, . . ., IO). The frequencies of each of these values is called 
for a t  l ine 5 ;  an outer product of the value vector and Y, using the function wt 

Each reading must necessarily have one of the eleven 



Y+6 7 7 3 4  8 5 7 3 2 6 6 6 

Y + Y , 4 5 7 2 2 5 6 4 7 5 5 3  

PY 

25 

1, Load f i r s t  13 readings, 
2. concatenate remaining readings. 
3, Check how inany. 
4. (Good;) 

ilt.oFc+/( Q, I 10) 0 .  =Y 5.  Calculate observed freqilencies, 
0 0 3 3 3 5 5 5 1 0 0  

yBrws( + / Y )  fpY 

b. 

7 .  Smple mean. 

YBAR (1 V&2, V M k O  * 5 

5 3,166666667 1.779513042 

5,2.5,2.5*0.5 

5 2.5 1.58113883 

9. Display sailpte ingan, variance 
arid standard deviation. 

10 a 

'11. Theoregical values for 
12 * 

compar I son. 

( L m r 12- 

0,O 1xL 0 * 5+10OxEF+( 25x2*-10 x( 0 , 1 10) I10 

13. 
2 8  14. 

15. Calculate expected frequencies. 

least and greatest inetnbers of Y, 

0.02 0.24 1.1 2.93 5.13 6.15 5.13 2.93 1.1 0.24 0.02 lo, Displayed 
gf ter round t ng. 

EF+A,EFtS 6 71,A+/EFI:143 17. Do sane grouping of EF, 

( + / EF 1 , +/OF 
25 25 

2 SpOF,EF 

6 3 5 

19. Check the sums. 
20. (Gaod.) 
21, Display as a matrix. 

22,23. 
5 6 

4.296875 5.126953125 G .15234375 5.126953125 4.296875 

Lif"t/&((UF-EF)*2)*EF 24. Calculate chi-squared. 
0.6750568182 0.8825816964 0.2158358135 0.00314360i19' 0.6750568182 25. individual 
2.4S1474 74 7 26. Sun uf term. 

tenus , 

FIWKE 3. iwnbers of heads in  25 f l i p s  w i t h  10 coins. 
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i s  calcula-ted, and then the eleven row totals are stored under the name OF 

( for  observed frequencies) and displayed at l ine  6 .  

the sample mean and at l ine 8 the sample variance. 
pY is  equal t o  25, so that we could jus t  as well have specified 25 as the 
divLsor i n  l ine  7 and 24 as divisor in  l ine 8. A t  l ine  9 we ask for a disp1a.y 
of these quantities and also the sample standard deviation. The mean, variance 
and standard deviation of the supposed binomial distribuWm governing the 
observations are noted a t  l ines  11 and 1 2  for  comparison 0-  agreement is satis- 
factory. A t  l ine  13 we ask for the least  and the greatest of the  twenty-five 
readings ( the answer i s  already implied by the observed frequencies at l ine  6, 
but we see how th i s  information can be asked for direct ly  by compressing Y). 

A t  l ine  7 we calculate 
O f  course we know that 

2 We now do an ordinary x goodness-of-fit t e s t  of the observed frequencies 
t o  the supposed binmdal expectations. The expected frequencies (ID) are 

called for, and displayed af te r  rounding t o  two decimal places. 
that these expectations are low at both ends of the sequence. 
old rule of thumb that expectations should not be much less than 5 for  use 
in  a x2 tes t ,  we group the f irst  four and l a s t  four members of EF ( l ine 17) 

and OF ( l ine  18), and reassign the names EF and OF to these grouped frequencies. 
Row we wonder i f  we did tha t  right, so we check that  both the expected and 
the observed grouped frequencies add up to 25 [ l ines  19 and 2 0 )  and then we 
display them i n  a 2 X 5 matrix. Finally we calculate the  x2 measure of good- 
ness of fit,  obtaining individual terms ( l i ne  2 5 )  and their  sum {l ine 26). 
The latter value of 2.45 i s  ent i re ly  unreurarkable i n  relation t o  the standwd 
probability distribution tabulated as x2 w i t h  4 degrees of freedom. Observa- 
tions seem t o  agree perfectly w i t h  theory. 

We notice 
FaLlowlng the 

Figure 4 re lates  to another se t  of observations xnade by students i n  the 
The students were asked to shuffle an ordinary pack of introductory course. 

52 playing cards, deal a hand of 13  cards and note the numbers of cards i n  
each of the four suits, clubs, diamonds, hearts, spades. Each student did 
t h i s  several times, and i n  a l l  60 hands were observed. 
written down on a sheet of paper i n  four columns, sixty rows, like this: 

The observations were 

- C D H S  - - - 
2 5 5 1  

3 6 3 1  

2 4 6 1  



i&-2 5 5 1 3 6  3 1 2 4 6  1 4 4 4  1 3 3  3 4 6 0  3 4  1. 
i M , 4 5 2 2 4 3 2 4 4 2  3 4 3 5 2  3 3 4 4 2  3 2 4 4  2. 
M-i4,4 3 1 5  3 4 3 3 4 2 6 1 2  4 3 4 4 5 2 2 5 1 4  3 3. 
hl+id,l 4 3 5 3 3 4 3 4 4 1 4  1 3  3 6 4 5 4 0 4 1 5  3 4. 
l*IV,2 2 4 5 3 1 7  2 5 5 1 2  3 5 1 4  3 3 3 4 1 G 4 2 5. 
1'.EtM,2 4 4 3 7 0 2 4 3 4 1 5  6 2 2 3 1 3  6 3 3 4 4 2 b. 
Ikd ,4  2 5 2 3 3 2 5 3 4 3 3 3 4 3 3 3 . 6  2 2 2 4 2 5 7. 
i4%'4,5 2 4 2 4 2 5 2 2 4 4 3 5 6 0 2 8 3 1 1 5 4 2 2 & *  
id+k?,4 3 5 1 3 3 5 2 4 2 2  5 5 4 2 2 2 2 2  7 3 5 4 1  3. 
i4*v,5 2 3 3 1 3 4  5 3 5 2 3 4  4 4 1 2  5 4 2 3 4 3 3 10. 
m-60 4pM 11. 
ivlC1 2 3 58 59 60;J 12 b 

2 5 5 1  

3 6 3 1  

2 4 6 1  

4 4 4 1  

2 5 4 ' 2  

3 4 3 3  

+ / 1 3% /ld 

0 

+/uc+/i i L 4  
205 207 192 3-76 

7 ao 
Cs+( 169 39 )x  + / ( i d -  3.2  5 j *2 

LSB&+( + /CS ) +6 0 
C'SBk-?, ( i- /( CS- CS3M 1 *2 1 i 5 9 

3.48034188 7.24514128 

&GOF++/O.58 1 . 2 1  2.37 4.11 6.250~2C.5 

7 l.5 20 43 54 

i3. taFt(IWF,60)-0,CVF 
7 8 5 2 3 1 1 6  

EF46 9 15 15 Y 6 

+/((OF-E'F)*2)*EF 

11,65555556 

13 . 
14 . 
15 b 

16. 
17. 
16. 
19. 
20. 

21. 
22. 

23. 
24. 
25. 
2u. 
2 7 4  

28. 
29 b 

30 * 
314 
32 . 
33. 
34 . 

FIGdKE 4. bu hands fran a pack of playing cards. Explanation in  the text. 
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4 4 4  1 

2 5 4 2  
3 4 3  3 

The observations were intended t o  illustrate the theory of sampling a f i n i t e  
gopulation. 

In l ines  1 t o  io of Figure 4 the observations are entered from the data 
sheet, row by row, as a vector M of leng%h 240. In f ine 11, M is restructured 
8s a 60 X 4 matrix. As a check on the restructuring, the first three and l a s t  
three rows are asked for at l ine  12, for  comparison w i t h  the data sheet. 
l ine  19, a check is made that every row of M sums t o  13 (the requested size 
of the hand} -- the number of rows i n  which the row sum is  not equal t o  13 
is counted and ( l ine  20) found t o  be 0. 
t he i r  sum are asked fo r  at  l ine  21. 
13 X 60, as it should be. 

A t  

The four column to ta l s  of M and 
We see that the sum (780) is equal t o  

A t  th i s  point in  the original treatment of the data, further checks of 
accuracy i n  the entering of M were made. 

column of the data sheet was entered as a vector and compared with the corres- 
ponding column of M. We omit t h i s  check now for  brevity. 

The data were entered af'resh; each 

From each row of M a 2 X 4 contingency table can be constructed showing 
the compositions of the hand and of the balance of the pack. 
first row of M we have 

Thus fromthe 

C - D - H 
I 

S - 
Hand 2 5 5 1 

Balance of pack 11 a 8 12 

Our purpose is  t o  compare theempirical and the theoretical  behaviors of 
some measure of independence i n  the sixty such tables. 
(a rb i t ra r i ly )  was the usual x criterion, 
table are 

The measure chosen 
2 The expected frequencies i n  each 

3.25 3.25 3.25 3.25 

9.75 9.75 9.75 9.75 
2 a;d for  the first table, quoted above, the x value is  

The multiplier i n  front of the sum of squares reduces t o  (16 4 3 9 ) ,  

A t  l ine  24 of Figure 4 the x2 corresponding t o  each row of I is  called 
for, under the name CS, a vector of 60 components. The mean and variance of 
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the sixty values is found ( l ines  25-27), for  comparison w i t h  

and 6 respectively for the standard probability distribution 
x2 with 3 degrees of freedom, 

We now proceed t o  compare the frequency distribution of 

the values 3 

tabulated as 

the members of 
CS with t h i s  tabulated probability distribution. 
observed frequencies. 
degrees of freedom gave the following approximate q w t i l e s :  
lower and upper qumtiles { 1 . 21 , 4.1 1 1, lower and upper 1 os points ( 0.58, 

6.25). Cmulative observed frequencies (COF) of members of CS up t o  these 
five values are called for at l ine 2 8 .  (It is unnecessary to quote the  five 
values with greater precision, because the actual value se t  of the x values 
is discrete and none is  close t o  any of these theoretical  quantiles -- as is 
readily demonstrated by displaying the whole of CS, though t h i s  is not done 
in Figure 4.) 

to yield the observed frequencies: 7 values of are below 0.58, 8 are 
between 0.58 and 1.21, 5 are between 1.21 and 2.37, ..., 6 are above 6.25. 

The expected frequencies for  the tabulated distribution with 3 degrees of 

freedom are quoted at l ine 32 (they are 60 multiplied by 1 os3 15%, 2 5$, e . .  ) . 

We must form a l is t  of grouped 
Reference t o  a table of the $ distribution with 3 

median (2.371, 

2 

The cumulative observed frequencies are differenced at line 30 
2 

2 The ordinmy 'y, measure of agreement between lines 31 and 32 
a t  l ine 33. The value obtained, 11.66, comes a t  roughly the 

of the tabulated x2 distribution w i t h  5 degrees of freedom. 
asserts that the discrepancy between observations and theory 
depends on temperament and philosophy. 

8. 

is  called for 
upper 45 point 
Whether one 
i s  "significant" 

I n  fact, the observed behavior of the x' values could differ from the 
so-called x distribution for t w o  reasons other than Mere chance: (i) the 

shuffling of the pack and countAng were perhaps not always w e l l  done; (ii} 

even if shuffling and counting were perfect, the true probability distribu- 
t ion  of the x criterion, under the specified procedure of observation, i s  

discrete and only represented roughly by the continuous tabulated distribu- 
tion. 
determined and found t o  agree very sat isfactor i ly  w i t h  the observed frequencies, 

2 

2 

In further study of the data t h i s  t rue discrete distribution was 

(b)  Programs 

"impromptu" dialog as above, and then introduce some stored programs. 

relating t o  an experiment i n  6 randomized blocks comparing the heights of 

Let us turn now t o  analysis of variance. &?e begin w i t h  the same kind of' 

1 As a simple example, we take a 4 X 6 table quoted by Bliss [ I, .. . 
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loblolly pines grown frm seed from 4 different sources. 
from each of the 24 plots is the average height of surviving t rees  af'ter f i f -  

teen years i n  the plantation. 

The reading obtained 

In the first two l ines  of Figure 5 the data are entered under the name 
a 4 X 6 matrix, and then immdiately displayed i n  l ines  3-6. Y , 

7 the grand mean is  calculated, displared ( a t  l ine  8), labeled @4, and sub- 
tracted from each member of Y t o  make a matrix RY of residuals. The mea- 
bers of RY are squared and summed t o  give the total sum of squares about 
the mean (TSS). 
dom ( 2 3 ) y  a d  -!!he corrcspocding man square. 

In  line 

In l h e  9 are displzyed TSS, i ts  number of degrees of f'ree- 

Row effects  are calculated at 1.h.e l o .  The rov means of RY are found, 
displayed (at l i ne  11 1, am3 laf;el?ed BE for "row effects". The members of 
RE 
rows (SSR). I n  l inc  12 are dispiaX.23 S::2 i t s  number of degrees of free- 
don ( 3 )  md the correspaxiing rI1cmi sq7xxre. 

are squared and s m e d  and o?Xf.tiplicd by 6 to give the sum of squares for 

C o l u m  effects are simEw1y calcuLcl;ed a t  l ine  13. It w i l l  be noted 
that the i n i t i a l  szmiing of I C  
totals ;  otherwise JZnz 13 3.ocks similar to l i ze  10. 

in l ims 1 4  azd 15. 

i s  over i t s  first coordinate t o  yield column 
Amwers are displayed 

In l ine  1 6  t F e  resiiiusls after subtraction of row a d  column effects  are 
calculated. F i r s t  a "open procluct" or" the vectors CE and RE , using the 
function + , is  f o m c J  zrd s;tbt.rslcted f'rorn Tf t o  yield the desired matrix 
of residuals, w3ich i s  i?&m2 F:i ag,%inj so that  the meaning of RY changes 
at t h i s  poizt. 9k-2 ndxrs of i k  z s w  Z'Y are sq?iared and summed t o  yield 
the residual s m  of squares CSS . Y h i S  i s  displayed i n  l ine 17, together 
with the n m h r  of dngfees  cf ?~we~I.on f 15 )  a2d the correspozding mean square. 

A t  t h i s  Z o h t  wc cai mite o?& the followhg analysis of variance table: 

D. f. 

ResiGua3.  

Total a3out mean 
15 1.47 - 22.00 

2 1  0.51 2 3  9-15 

We nay now do various t h k g s  w i t h  tke res idvds  RY . They may be dis- 

played, w-d a scz%;Cr plot c= ka ua8e of rnerhers of RX against the corres- 
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FIGURE 5. Analysis of a two-way table, 
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ponding f i t t e d  values (Y - RY). 
nonadditivity test. Inside the pare&bheSis, the open product of RE wlth 
CE , using multiplication, is forfned, multiplied term Bp term with RY and 
summed; the sum is named A . The sum of' squares of the members of the open 
product of lUi and CE is  easi ly  seen t o  be equal t o  SSR times SSC , 
divided by 24. 
of the members of RY on the corresponding products of RE and CE . This 
coefficient i s  multiplied by A t o  give Tukey's 1 degree of freedom tern, 
displayed at l ine  20. This is subtracted from RSS t o  give a new residual 
sum of squares, labeled RSSi . A t  l ine 22  the l a t t e r  i s  displayed, together 
w i t h  the number of degrees of freedom (14)  and the corresponding mean square, 
Thus the residual l ine i n  the above analysis of variance has been decomposed 
in to  

A t  l ine  18 we ask for  c&lculation of !%key's 

Thus what i s  displayed at l ine  19 is  the regression coefficiene 

Tukey's term 4.14 1 4.14 

Residual 17.86 14 1.28 

Evidence of nonadditivity i s  only weak -- as is  not surprising with so few 
residual degrees of freedom. 

If we were t o  consider either repeating the above analysis aPCer (say) 
or performing similar analyses on taking logarithms or reciprocals of Y ,  

other sets of data arranged i n  a row-column crossclassification, we might 

l ike  t o  store the basic procedure. We m i g h t  also l i k e  t o  store the data, i n  
case we should want t o  do something w i t h  t h i s  material on another occasion. 
Programs are stored by the device of defining a function, and then having 
the definition copied in to  a storage space for future reference. 

There are several possible syntaxes for defined f'unctions. The function 
may have ei ther  no or one or two expl ic i t  arguments, that  have t o  be specified 
when the function is  called. ( A  defined function may also have any number 
of concealed arguments, sicce the program may refer t o  variable names tha t  
need t o  have been defined before the function w a s  called. For example, the 

program might refer t o  a number naiied P I ,  not defined i n  the program; and 

then provided we have previously given P I  a value, such as perhaps 3.14159, 
the program w i l l  be able t o  calculate with th i s  value.) A defined function 
may have either no or one expl ic i t  range variable or result, together with 
various other sor ts  of output, namely displays and stored material. The one 
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or two expl ic i t  arguments and the one expl ic i t  result may be s c a h r s  or 
arrays. The examples w i l l  show some of these possibil i t ies.  

F i r s t  l e t  us store the loblolly pine data. We may define a function 
jt0BfX)ftLMIATA with no arguments of any kind and no expl ic i t  result as output. 
This function w i l l  have two items of output: (i) a typed statement giving a 
l i t t l e  information, i n  case we should c a l l  for this function at  a later date 
when we have forgotten Just w h a t  it is, and fii) the stored matrix Y . To 
open the definition of the function we type an upside-down delta and the 
name of the functio;?. The following rows are automatically nmbered on the 
lef% i n  sqwre brackets. After each row has been typed and the release key 
pressed, the instruction is stored but not executed. 
minated by typing another upside-down delta. 
DATA repeat what we did at l ines  1 and 2 a t  the top of Figure 5. Lines 3-5 

are i n  quotes. 
since it is  not assigned anywhere it w i l l  be printed out [without quotes) 
when the function is  executed. 
name under which the data natr ix  i s  stored, namely Y . 

The definition i s  ter- 
Our first two l ines  of LOBUULY- 

Each of these l ines  w i l l  be read as a character vector, and 

Note tha t  the information given includes the 

Now l e t  us store the procedure for  the analysis of variance. The big 

question here is the degree of generality t o  be attempted. 
make the program refer t o  any row-column crossclassification, not necessarily 
of size 4 x 6. 

more ambitious we may consider a program t o  handle data i n  a rectangular array 
of any number of dimensions, w i t h  various possibi l i t ies  for estimating cross 
main effects and interactions. 
crossclassification. 

We m i g h t  as well 

It w i l l  be convenient t o  have the output labeled. If we are 

But f i r s t  l e t  us t r y  a simple two-dimensional 

We sha l l  name the function ROWCOL and l e t  it have one expl ic i t  argu- 

ment, the matrix of readings Y . Like LOBLOLLYDATA , t h i s  function will 
have no expl ic i t  result as output, but w i l l  have both displayed and stored 
output. A possible program for  ROFTCOE is shown i n  Figure 6. 

Whereas most other compuker languages have a considerable vocabulary 
relating t o  the flow of an algorithm -- specieing conditional branches, 
loops, etc. -- APL has precisely one symbol for  branching, the right-asrow 
(4). nothing appears to the  l e f t  of t h i s  arrow (except for the statement 
nmbee~ in  square brackets), and t o  the right appears an expression having 
(usually) a nonnegative integer value. 
numbered" -- for example, '$4 3" means "go t o  the statement numbered 3". 

The arrow means "go to the statement 
If 



LOB W LLYDATA 

RSS1, 14, R S S l S l U  
28,30080332 14 2.021485952 

FIGURE b. Continuation of Figure 5. 
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there is no statement i n  the program having the indicated nmber, the command 
is interpreted as "stop". 
from 1 upwards, the statement "4 or' always means ''stop''. 
r ight of the arrow is  not always a nmbar (scalar) ;  it may be a vector. 
V is a non-empty vector, "4 V" means "go t o  the statement whose number is 
the first member of V". If V is  an empty vector, the camma;nd ''4 V" means 
"go t o  the next statement", as though the next statement number had been auto- 
matically concatenated onto V . A branch is  made conditional by the device 
of computing the statement nuuber t o  be gone to. 

In  particular, since the  statements we numbered 
whst &pp6ars t o  the 

If 

Let us now consider the program for ROWCOL . The nene o f t h e  argument 

(Y) is a d m y  vz.riable i n  the program. 
ment may have any nme. 

When we c a l l  the program the arg;u- 

The first statcmznt of ROWCOL is  a conditional branch. It means: "If 
the argument (Y) is  a matrix having at l eas t  z rows and 2 columns go t o  state- 

ment 3; otherwise go t o  the next statement (2)." 

phrase "NO GO." t o  be typed out and then execution is  stopped. 
ment 2 could have been more simply written as the  two statements: 

E31 3 0 

and then the following statements would have been numbered 1 higher. Xn the 

compressed version sham i n  Figure 6 ,  the character vector "NO GO." is first 
displayed, then counted (there are 6 characters including the space and the 

period), and then the statement reads ''4 0,6", which means the  sane as ''4 0" 

or "stop*'. Statements 1 and 2 have been put i n  merely t o  prevent accidental 
application of the function to an argument tha t  i s  not a suitable two-way 
table. 

Statement 2 ca l l s  for the 
In  fact  state- 

'NO GO.' 

Statement 3 corresponds to the last b i t  of l i ne  7 i n  Figure 5 .  Mixed 
output i s  called for, n m d y  a character vector followed by a computed quaa- 
t i t y .  
when such mixed output i s  specified. 
tor t o  be typed out. 
Figure 5. Statemefit 6 ca l l s  for  an indented heading. 
correspond to line 10 of Figure 5. (Note that statements 8, 11, 13 and 15 
have overflowed i n  t h i s  print-out onto a second line.  
could be printed oil one l ine.  ) 
t o  l ine 13  of Figure 5. 

The semiccloii i n  the nidcUe and the outer parentheses are manaatory 
Statement 4 i s  a simple chasacter vec- 

Statement 5 corresponds t o  the r e s t  of l ine  7 i n  
Statements 7 and 8 

With wider paper they 
Similarly for statements 9-11, corresponding 

Statei2znts 12 and 13 correspond t o  l ine 16 of 
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Figure 5. 
residuals to be typed out (so tha t  the user w i l l  know what name this has 

Finally, statement 14 ca l l s  for  a note about the matrix of 

been stored under) and then execution is stopped, 
executed, because execution of the program must necessarily stop ei ther  &t 
statement 2 or at statement 14. 

gage when the program i s  executed; i t s  only virtue i s  as a note t o  the reader 
i f  a print-out of the program is  called for. 

Statement 15 is  never 

Thus statement 15 is  entirely useless bag- 

I n  the lower part  of Figure 6, we see LOBLOLLYDATA called. (Single 
rather than double spacing has been used i n  the printing here.) Then ROWCOL 
is called. the material of Figure 5 would have 
been repeated. 
original Y-values (multiplied by 1000). Execution terminates with the remark 
about the matrix of residuals. 
spaced printing i s  tha t  the high-minus signs of the l a s t  two members of (33 

look like underscoring of the l ine above. ) 
"i.mpromptu" mode and called for  Tukey's test again. 
fkeedom term is  now a l i t t l e  smaller than the residual mean square. 

If we had called ROWCOL Y , 
Instead, we havz used as argument the reciprocals of' the 

(An unfortunate consequence of the single- 

We have then gone back t o  the 
The one-degree-of- 

This function ROWCOL involves only very simple computation. Procedures 
for regression tend t o  be more interesting computationally, but they raise a 
variety of issuns concerning objectives tha? are not too appropriate for  dis- 
cussion i n  the present context. 
sme  possibi l i t ies  of handling multidimensional arrays i n  APL. 

We shall content ourselves by i l lus t ra t ing  

Figure 7 presents a fmction called POWERS that calculates a l l  powers 
of a given squwc matrix from the zeroth t o  the Nth, for  some given N . 
m t r i c e s  are stacked i n  a three-dimensional array, which however i s  printed 
out layer by layer as a sequence of matrices. Such powering of matrices i s  
of interest  i n  the study of Marko.8 chains. 

The 

The function has two expl ic i t  arguments, the matrix (M) t o  be powered 
and the highest power (IT) t o  be taken. 
result, the stack ( 2 )  of powers of M . Z , M and N are d m  variables 
i n  the program. 
ca l l  the fbc t ion .  
variable J . We have no use fo r  J outside the program, so J has been 
declared t o  be a dwmmy ( local)  variable i n  the programby the device of 
adding "; J" at the end of the fraction header. 

The function also has an expl ic i t  

They may be replaced by any other variable names when we 
The progrm contains a loop, controlled by an index 
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The first three statements of the program merely check whether N is 
scalar and M i s  a square matrix (statement 1)  and also whether H is  a 
positive integer (statement 2) ;  i f  any of these conditions fails execution 
stops (statement 3 ) .  Real business begins at statement 4, where a three- 
dimensional array 2 of the desired size is  formed out of 1's and 0's. The 
s ize  of Z is  (N+l)XpXp, where M i s  pxp . The first layer of 2 is 
a unit pxp matrix; a l l  the other layers are nonsense, but we shall change 
them. Statement 5 in i t ia l izes  the loop variable J at the value 1. State- 
ments 6 and 7 constitute the loop. 
of Z 
layer and M . Statement 7 adds 1 onto J and returns execution to state- 
ment 6 Unt i l  the (N + 1 ) s t  layer has been replaced, and then it becomes "3 0". 

Statement 8 is a nonexecutable comment intended only for the reader of a 
print-out of the program. 

Statement 6 says that the (J + 1 1st layer 
i s  to be replaced by the ordinary inner matrix product of the J t h  

Below the definition of POWERS we see an example of i t s  use. A 3 X 3 

transit ion m t r i x  P i s  defined. The 21 X 3 X 3 stack of i t s  powers frtnn 

0th to 20th is labeled PP . The first three and lest three layers of PP 
are displayed; these matrices would usually be referred to as I, P, P2, P", 
P1', P2*. The average of a l l  23 layers of PP i s  then found, and f inal ly  
the Cesaro mean of the 21 layers. 
product of a vector of weights w i t h  the stack PP, an example of an inner 
product of non-matrices. 

The l a t t e r  calculation involves the inner 

A f t e r  th i s  brief excursion into three-dimensionality, l e t  us return t o  
the generalization of our program ROWCOL . We shal l  consider the applica- 
tion of analysis of variance t o  a rectangular array i n  an arb i t ra r i ly  large 
number of dimensions. 

I C )  Multidimensional arrays 
The foregoing examples w i l l  have suggested that APL is beautifully 

adapted to expressing computations w i t h  vectors, matrices and three-dimensioml 
arrays. 
expressed i n  terms of such arrays of small fixed dimensionality. 

Most computational problems arising in  s t a t i s t i c s  me naturally 

Rectangular arrays of a rb i t ra r i ly  high dimensionality are sometimes pre- 
sented by multiply classified data. 

ture during the analysis i s  attractive, rather than to bury it i n  some kind of 
design matrix, although the latter procedure may be advisable i f  the data 
array is  incomplete. 

To preserve the multidimensional strmc- 
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O f  course, w i t h  enough trouble i n  the prograrmning, any canputation with 

multidimensional arrays can be expressed i n  any general-purpose ccenputer 
language (even FORTRAN!). 
but how easi ly  it can be done. 
easy t o  operate with i n  APL than arrays of given small dimensionality, 
especially vectors and matrices. 
i n  APL during the next year or t w o  t ha t  w i l l  f ac i l i t a t e  the h a l i n g  of 
multidimensional arrays. A s  APL now is, we f ind ourselves ma3?ring trans- 
positions that permute the coordinates of such arrays, and performing various 
other kinds of restructuring, a l l  of which are a b i t  troublesome to think 

The interesting question is not what can be done 
Arrays of arbitrary dimensionality &re less 

Quite possibly some changes w i l l  be made 

through. 

In Figure 8 we see two functions, ANALYZE and EFFECT, which together 
constitute a possible generalization of ROWCOL t o  arrays of arbitraxy dimen- 
sionality. 
programs e 

for concatenation i n  building up a vector. 
we see amonadic use of cowma t o  destructure an array and reduce it to a 

vector. Otherwise, all symbols i n  ANALYZE are already familiar. The first 
two statements check that the  argument Y has a t  least two dimensions and 
eachmember of pY is not less than 2. A t  statement 3 a scalar J is set 
equal t o  I ana an array DF is set equal t o  a vector of 1's. J and DF 
w e  needed later i n  EPFECT; no use is made of them now. Statement 4 c a b  
culates and pr ints  out the grand mean, and corresponds t o  statement 3 of 
ROWCOL. Note that  because we have placed the coma before Y , so reducing 
Y to a vector, we are able t o  sum the whole of Y w i t h  a single "+/'I instead 
o f  by as many of these as there are dimensions of Y 
5 and 6 correspond to statements 4 and 5 of ROWCOL. 
RNALyzE takes us. 
then execution is  stopped. 

A sl ight ly  wider vocabulary is  used here than in  OUT previous 

We have already encountered the dyadic use of the function comma I , )  
In ANALYZE, statements 4 asld 6, 

S5milaxl.y statements 
That i s  as far as 

Statements 7-9 give a l i t t l e  information t o  the user md 

The purpose of the  function EFFECT is  t o  estimate a designated main 
effect or a designated interaction. The argument V is a l is t  of one or 
more dimension (factor) numbers, just one for a main effect, two or more for 
aa interaction. Only o w  understanding of the meaning of the dimensions of 
Y -- which dimensions correspond to crossed factors, which t o  nested classi- 
fications, and which of the l a t t e r  is nested i n  which -- w i l l  inf'om us w h a t  



FttidiiE 8. Analysis of variance of a muitidirilensional arrdy. 



-24- 

effects can meaningfully be asked for, and which interactions w i l l  serve as 
error  estirvlates for which comparisons. Provided a l l  t h i s  is  understood, suc- 
cessive applications of EFFECT, with arguments arranged i n  order of nondecreas- 
ing length (main effects first, then two-factor interactions, then three- 
factor interactions, etc.), w i l l  yield a correct analysis of variance. EFFECT 
goes t o  work, not on the original data array, but on the residual array RY 

l e f t  by ANALYZE and by any previous applications of EFFECT. 
EFFECT 1 3 i s  called, t h l s  w i l l  yield an interaction of the factors 
(dimensions) numbered 1 and 3, but j u s t  what t h i s  interaction means and how 
many degrees of freedon it has w i l l  depend on whether previously ei ther  or  

both of EFFECT 1 and EFF%CT 3 have been called -- but not (say) on whether 
EFFECT 2 has been called. To arrange the computation so that the complete 
residual array i s  calculated a t  each stage would be suicidal for  the operator 
of a desk calculator, but i s  good practice w i t h  a big computer i n  order t o  
suppress round-off error. 

If ( for  example) 

EFFECT has an expl ic i t  result, corresponding t o  the vectors RE and CE 
i n  ROWCOL. The user supplies a name ( i n  place of the dummy 2 shown) for  
t h i s  effect  if he wants t o  keep it, a different name for  each effect. If 

for  example V is  the vector (1, 3), he might choose t o  label the effect 
matrix E l 3  . The names M , K , P , IND appearing i n  the program are 
designated as d m y  variables by being listed after semicolons i n  the header. 

The first three statements of EFFECT check that V i s  made up of one 
or more members of the set (1, 2, 3, ...> o&Y), w i t h  no repetitions. The 
coma placed i n  front of V i n  statement 1 turns V into a vector even i f  

it has only one member [i.e. even i f  V i s  scalar) ;  hence M i s  a matrix 
even i f  it has only one row. In  statement 2 a "logical" indicator vector 
IND i s  obtained, consisting of 1's and o's, of length ppRY (the dimension- 
a l i t y  of the data array); 0 ' s  we i n  the places numbered by the members of V , 
1's are elsewhere. Thus i f  the data array has five dimensions and V is  

(1, J), IND is  (0, 1, 0, 1, 1). Statements 4 and 5 are concerned ent i re ly  
with finding the number of degrees of freedom associated w i t h  effect V , 
and the number of residual degrees of freedom. DF is a matrix, of which 
the first row was found i n  ANALYZE. Each time EFFECT is called, a new row 
is  added onto DF , consisting of the vector IND followed by (at first) 
a 0, which however i s  subsequently changed ( i n  statement 5 )  in to  the number 
of degrees of freedom i n  the effect .  In the i l lus t ra t ion  a t  the foot of 



-25-  

Figure 8 the data array i s  four-dimensional. 
EFFECT, DF looks like this :  

After the third calling of 

1 1 1 1 1 

0 1 1 1 5 

0 0 1 1 6 

0 0 0 1 12 

One de ta i l  i n  statement 5 ca l l s  for comment. 
sion DFf; +/i+ppRY] . 
last column of I1F (before the f i n a l  o has been changed). Since monadic 
p always yields a vector, l+ppRY is a vector of unit  length, not a scalar. 
Putting "+/" i n  front reduces t h i s  vector t o  a scalar without otherwise 
changing it. Without the "+/" we should obtain the last column of DF as a 
one-column matrix instead of a vector. Distinctions of t h i s  kind are impor- 
tant  i n  APL I 
tuous calculation expressed by statement 5. 

I n  the middle we see the expres- 
This represents the vector whose elements are the 

The reader may now enjoy trying t o  decipher the somewhat tor- 

Statenents 6 and 7 of EFFEXT are the ones that  directly tackle the multi- 
dimensional array RY . What we need t o  do i s  sum RY over a l l  coordinates 
except those l i s t ed  in  V , divide by the appropriate divisor (labeled K)  
t o  form the effect array 2 , and then from K repetitions of Z build up 
an array of f i t t ed  values, which i s  subtracted from RY t o  form the new 
array of residuals, named RY again. We also need t o  calculate the sum of 
squares for the effect, named SS . 

The way th i s  i s  done i s  f i rs t  t o  permute the coordinates of RY so 

that the coordinates numbered V come last. Then the array is  restructured 
so that a l l  the other coordinates are elided into one coordinate, and a 

single summation is  performed over that coordinate t o  yield Z . This, 
together with the finding of SS , i s  specified i n  statement 6 .  In  state- 
ment 7, the array Z i s  repeatedly stacked on itself, and then the inverse 
of the previous permutation is  performed on the coordinates t o  yield the 

array of f i t t ed  values, t o  be subtracted from RY . The transposition symbol 
for permuting the coordinates of a.n array i s  a sor t  of backward-sloping phi. 
On i t s  right i s  the array t o  be transposed (say A), on i ts  lef't a logical 
vector (say T) .  The I t h  coordinate of A appears as the  T[I]th coordinate 
of the result .  
have not m e t  so far. The compression symbol / may be preceded, not only 

Two other symbols i n  statements 6 and 7 are used i n  ways we 
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by a standard dyadic scalar function l ike + or X , but instead by a 
logical vector, here IND . The following vector (which is  of the sane 
length as 
t ion  t o  the 0's in  IND . Near the end of statement 6 two consecutive iotas  
w i l l  be seen. The first of these i s  a dyadic iota, se t  between two permuta- 
t ion vectors of equal length. 
i n  the left-hand vector where the members of the right-hand vector occur. 

IND) i s  compressed by omission of members corresponding i n  posi- 

The result  i s  a vector l i s t i n g  the positions 

A s  a brief i l lus t ra t ion  i n  the small amount of space available i n  the 
lower par t  of Figure 8, these functions are applied to some data stored under 
the name EGGDATA, taken from Bliss's book and not reproduced i n  Figure 8. 

The four-dimensional array i s  a simple nested arrangement w i t h  no crossed 
factors other than the highest-level classification (laboratories), EGGDATA 

i s  called, then ANALYZE, then EFFECT three times, and f inal ly  the residual 
sum of squares i s  found. 
this:  

The standard analysis of variance table looks l ike 

Sum of squares D.f. Mean square 
Between laboratories 0.4430 5 0.0886 

Between analysts within laboratories 0.247 5 6 0.041 2 

Between samples within analysts 0.1599 1 2  0.01 33 

Residual 0.1727 24 0.0072 

Tota l  about mean 1.0231 47 0.0218 
- 

The effects  El,  E12, E123 are stored and can be displayed. The SUMS 
not 

of squares SS1, SS12, SS (we didhename th i s  l a s t )  and RSS are a l l  stored, 
and we can check that their  sum is  equal t o  

f i n a l  residual array RY 

TSS , 
is  stored and available for further study. 

as it should be. The 
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4. C0NCI;uDING l3EBIARm 

Same comments on the foregoing description of APL are i n  order. 

(i) 
(ii] 

(iii] 

(iv) 
(v) 
(v i )  how t o  obtain various items of information, such as: (a) the 

M a n y  
The following matters have not been explained: things have not been said. 

how t o  sign on and off, 
how t o  move material i n  and out of storage, 
how t o  correct an error i n  typing, 
how t o  add to, emend or "edit" a function definition (program), 
how t o  interpret  error reports, 

mount of unused space remaining i n  the active workspace, (b)  

users of the system currently signed on, ( c )  
time used since sign-on. 

the number of 
the mount of central  processor 

Such matters as these, for which excellent provision has been made, are 
of immediate concern t o  anyone working at  an APL terminal, but they are irr- 
elevant t o  the purpose of th i s  paper, which i s  to convey the flavor, and 

suggest the suitabil i ty,  of APL i n  expressing s t a t i s t i c a l  calculations. 
Details of implementation of the language i n  conversational mode are i n  principle 
open t o  modification, more so than the language itself--which may indeed be 
extended by addition of new standard functions but could hardly be reorganized 
or radically changed while s t i l l  referred t o  by the same name. Implementation 
detai ls  are explained i n  the manual. 

The manual should be referred t o  also for precise definitions of APL 
symbols. 
help the reader make  sense of the i l lustrat ions quickly, rather than t o  answer 
t h e  questions that w i l l  a r ise  as soon as he t r i e s  t o  write i n  APL himself. 

Explanations of symbols given above have been informal, intended t o  

Many things have been omitted that  were fu l ly  relevant t o  the purpose of 
t h i s  paper. 
reader both. The reader should particularly note th i s :  

mention has been made of some topic that  interests  him, he ought not t o  conclude 
without further inquiry tha t  APL i s  unfit  t o  handle tha t  topic. 
less than the f u l l  vocabulary of APL has been described, and character manip- 
ulation aad format control have been barely mentioned. 
i n  which the machine questions the user and acts on h is  answers have not been 
i l lustrated.  Many very common operations i n  s t a t i s t i c a l  work, in particular 
regression, have not been shown; nor has the organization of functions (programs) 
together t o  fom blocks i n  a complex calculation, functions being called by 
functions. 

A n  attempt t o  show everything would have overwhelmed author and 
just  because no 

- 
Deliberately, 

Interactive programs 
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Elegant programs for  many common s t a t i s t i c a l  calculations have been 
The scope of APL i n  that kind of use can be composed by Srnillie [ 13 ] . 

seen very well from t h i s  collection, 
trated. 

Many good programing devices are i l lus -  

In one respect, the modest i l lustrat ions i n  t h i s  report show correctly a 
feature of APL terminal use that can be l o s t  sight of. 
user be uninhibited i n  defining functions (storing programs), and then changing 
and dropping them, 

used l ike  the old desk calculator, and he can always revert to the impromptu 
dialog style. 
computation. 
as a subroutine. To store it e 9  an APL function w i l l  only be profitable i f  

the user can remember the function's name and syntax the next time he wants 
it--remember these sooner than he can reinvent the program. 
of stored programs always as aids t o  free dialog, not as controls to h i s  

thinking (as program packages i n  other languages have so often been). The 

whole of a complex calculation need not necessarily be enshrined i n  a stored 
program. 

By a l l  means l e t  the 

But he should not forget that the terminal can also be 

Often a very f e w  APL symbols w i l l  express a useful block of 
In  a less  concise language such a block would be worth storing 

He should think 

That brings us t o  the last question we shall consider: what is  the s lant  
of APL? 

We are conscious of a great change when we lay  aside paper-and-pencil 
calculations, assisted possibly by slide rule or desk calcuLator, and go 
courting a computer. 
i n  matters that formerly were left t o  judgment or  coxaMon sense. 
new terminology, and--much more important-we find ourselves thinking about 
the calculations i n  a somewhat different way. 
with the computer (language, program package, interactive system) has a slant;  
it w i l l  not j u s t  transmit our thinking, it w i l l  modify our thinking. 

things are easier to do than others, our attention i s  directed i n  particular 
ways, unexpected questions must be answered. 
s ta t is t ic ian? 

Fle have to think more explicit ly about our procedures, 
We must leam 

Any method of communicating 

Some 

What slant  does APL have for the 

None whatever of a direct  s t a t i s t i c a l  kind! There i s  nothing i n  APL 
tha t  can plausibly affect  a s ta t i s t ic ian ' s  philosophy, ethics, basic concepts 
or theoretical  ideas--except indirectly (the more effor t less  computation becomes, 
the more the s ta t i s t ic ian  w i l l  compute, and some of his  basic ideas w i l l  be 

changed by the experience). By contrast, any computing system or program 
package designed specially t o  aid the s ta t i s t ic ian  w i l l  also to some extent 
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bias his s t a t i s t i c a l  thinking. 
operators. 
can be avoided, but there i s  a definite "atmosphere" tha t  w i l l  s lant the user 
toward the Beaton operators. 
groblems i n  one way rather than another, t o  arrange h i s  computations so. 
course, th i s  i s  faz snore so i f  the s ta t i s t ic ian  relies on a program package 
such as BMD . 
intended he needs t o  be ingenious i n  "bucking the system" or "cheating". 
course, again, the s ta t i s t ic ian  w i l l  be slanted or constrained i n  his thinking 
i f  he relies on a l ibrary of s t a t i s t i c a l  programs written i n  APL when he him- 
self is  too l i t t l e  familiar with APL t o  indulge effectively i n  free dialog, 
Such slanting is  not necessarily bad. For some users it i s  a positive help, 
as has already been remarked i n  section 1. 

Schatzoff's COSMOE3 begins w i t h  the s ix  Beaton 
There i s  vastly more t o  COSMOS than that, the Beaton operators 

It w i l l  come natural t o  him to think of some 

O f  

Then i f  he wishes t o  do something different fram what the authors 
Of 

Though APL has no substantive s t a t i s t i c a l  slant, it certainly has a 
distinctive character among programming languages. The conciseness, the generality 
and the a f f in i ty  w i t h  mathematical thinking lead t o  transparency-or ( t o  change 
the metaphor) the machinery of APL creaks less  than that of other languages. 
Apart from the sheep ease of expression, APL has a t  least one noticeable 
algorithm%c slant: 
array operations, and therefore t o  think i n  terns of arrays in various numbers 
of dimensions. n 

151 

it encourages us t o  replace loops whenever possible by 

Compare the mathematical concept of a f in i t e  sun, say E: ai , 
ip 1 

with an APL sum reduction, say +/A . In the mathematical expression, no 
particular order of sunrmation is  implied, because addition is associative. 
computation, addition is  associative i n  integer arithmetic (provided there i s  
no overflow) but not i n  floating-point arrithmetic, and there are occasions 
when lack of associativity matters. 
i n  a known order ( r igh t  t o  l e f t ) .  
we may permute the array before reducing it. 
summation as we wish, and yet use a notation (+/A)  t ha t  views the array as 
a vhole and does not bring the order of swnmation into the limelight by making 
us write a loop. 
and we ought not t o  have it obtruded on us. 

In 

The surn reduction i n  APL is carried out 
If we desire a different order of sxunmation, 

Thus we can control the order of 

Very often i n  practice tha t  order of summation is  unimportant, 

Thus we become sharply aware of the difference between repeti t ive operations 
tha t  can be expressed as operations on arrays defined at the outset, on the one 
hand, and successive approximations and recursive definitions wherein sone 
kind of looping is essential, on the other hand. Our understanding of algorithms 
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is  increased. 
of APL has been a contribution not only t o  computation but t o  conputer science. 

For further information about APL, whether or not a 

For t h i s  sor t  of reason it may be claimed that  the development 

Further reading. 
terminal is  available t o  experiment with, see the Falkoff-Iverson manual [41. 
Af ' t e r  some experience with an APL terminal, one may read Pakin's reference 
manual ti31 w i t h  interest .  
are discussed lucidly by Brooks and Iverson [2]. 
his language [6J w a s  a companion piece t o  the Brooks-Iverson book, but i s  far 
more d i f f icu l t  t o  read. Moreover, there are differences i n  principle as well 
as in  detail  between the language there presented and What i s  now implemented 
as a computer language. 
of ideas underlying APL. 
by a high-school-level account of transcendental f'unctions. 
forthcoming ar t ic les  on the use of APL i n  s t a t i s t i c s ,  

Many general topics concerning computing and computers 
Iverson's orginal book on 

An examination of both books together show the rmge 
In a later book [71 Iverson i l lus t ra tes  his  language 

Smillie has several 
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APPENDIX ON TERMS 

Computers perform a great variety of logical tasks - numerical calculation 
and many kinds of manipulation of symbols. 
a task is sometimes called an algorithm 

Oxford). 
is coded so that it may be followed by a computer, i s  called a program. 
program consists of a sequence of statements or commands; some statements 
specify the value of one or more quantities i n  terms of operations on other 
quantities; other statements, known as branches, specify which statement 
sha l l  next be executed. A se t  of statements tha t  are executed repeatedly, 
because a branch a t  the end returns execution t o  the beginning of the set, 
is called a loop. 

For example, a well-known procedure for finding the square root y of a 

A procedure for carrying out such 
(wrongly, according t o  Webster and 

A precise specification of such a procedure, especially one that 

A 

given positive number x may be expressed informally thus: guess a value 
for y ; find the average of y and the quotient (x y) ; t h i s  is E% bet ter  
guess; repeat u n t i l  the bet ter  guess is  equal t o  the previous guess t o  however 
many deciglal places you want. 
more formally thus: - 

This m i g h t  be set out in  numbered statements 

1. Set y = 1 . 
2 .  Set y‘ = y . 
3. Set y = -4y’ + - 1 . 
4. 

1 X 

2 Y’ 
If l y  - y*I - > 1om4 , go t o  statement 2 ;  otherwise, stop. 

Here statements 1-3 are specification 
statements 2-4 constitute a loop. 

statements, statement 4 is a branch, 

Numbers are represented i n  the computer i n  the binary scale. A binary 
digi t  is  called a b i t  and 8 b i t s  are called a _I byte. Three sor ts  of numbers 
are recognized i n  the APL system, namely (i) logical numbers equal t o  either 
o or 1 , which can be stored as single bits, (ii) signed integers less than 
231 (roughly 2 . 1  X 10 ) i n  magnitude, which can be stored i n  32 bits or 

4 bytes , (iii) signed floating-point numbers whose magnitude l i e s  between 
(roughly) 7 . 2  x io7’  and the reciprocal of t ha t  and whose precision i s  equivalent 
t o  about 16 deczmal d ig i t s  -- such numbers can be stored i n  44 b i t s  or 8 bytes. 
The number 
decimal notation. 

-’ 

9 

7.2 x lo7’ is an example of a number expressed in  floating-point 
An alternative notation for it, used sometimes by the computer 
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i n  uutput, i s  7.2375 or  o.72E76 , etc,, where the number following the E 

i s  a positive or negative integer denoting the power of io multiplying what 
precedes the E . (See l ine  21 i n  Figure 2. ) 

The precise way the output of the computer (or input t o  it) is displayed, 
the number of spaces, the number of d ig i t s  after the decimal point, whether 

i n  floating-point or fixed-point notation, how many numbers to a line, etc. -- 
all such details of display are called format. 

We speak of the operator or  user of an APL terminal. In  some contexts 
the word "operator" would be taken t o  mean the "system operator", but we do 

not refer to that august personage. 

- 

The physical a t e r i a l  of a computer i s  called hardware. Progrming, 
especially the basic system programming t h a t  permits the  hardware t o  be used, 
is called software. 

Until  recently, most computer operation has been i n  batch mode. 
are executed one after another, more or less  i n  order of submission. 
has two steps, (i) a translation of the whole progrw into machine language, 
known as campilation, (ii) running the compiled program. 
are put out through a printer or punch or transferred t o  tape, usually so that 

they cannot be considered t o  be retained within the computer, though if they 
are punched or taped they may possibly be resubmitted for  further processing 
by the computer on another occasion. 
after submission of the program. 

Programs 
Ekecution 

Results of each job 

Results are returned minutes or hours 

Recently there has been much interest  i n  interactive use of computers, 
where the computer responds rapidly and automatically retains material, so 

that successive commands can be given, 
instantaneous response t o  relatively simple commands may be obtained through 
time-sharing. 

In the conversational mode almost 



(1) 

t o  s t a t i s t i ca l  work or t o  evaluate any of them. 

none of them, 
are other troubles besides the negotiation of arrays. 
is  the abundance of a b i t r a r y  conventions and restrictions that are hard t o  
remember accurately. 

No attempt has been nade here either t o  l i s t  a l l  special systems relevant 
The writer himself has used - 

A s  for  the tediousness of programming i n  FORTRAN etc., there 
Not least  of these 

( 2 )  

programmed i n  the best general-purpose algorithmic language arid wouId perinit 
the user to leave the special system and carry on alone whenever he wanted to. 

In the  best of all possible worlds special systems would themselves be 

( 3 )  "Most of the concepts and operations needed i n  a programming language 
have already been defined and developed in  one or  another branch of mathemtics. 
Therefore, much use can and w i l l  be made of existing notations. 
since most notations are specialized t o  a narrow f i e ld  of' discourse, a consistent 
unification must be provided. For example, separate and conflicting notations 
have been developed for the treatment of sets, logicalvariables, vectors, 
matrices, and trees, a11 of which may, i n  the  broad universe of discourse of 
data processing, occur i n  a single algorithm." I [6], pp. 1-2 ) 

( 4 )  
is  based on my experience during a year of permitted use of the system. 
believe that the facts asserted are substantially correct as far as they go. 
My concern is  t o  suggest t ha t  something l ike t h i s  APL system can make 

communication between s ta t i s t ic ian  and computer so easy that the sheer effor t  
of coding is  negligible. 
the misunderstandings! 

However, 

This description of the experimental AFL system at  Yorktown Heights 
1 

No need t o  employ expert programmers and unravel 
Even I now write my own programs! 

( 5 )  
EKF%CT in  Figure 8. 

I should say that the machinery creaks a b i t  i n  statements 6 and 7 of 
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ERRATA 

Pa,ge 8, l ine  1. For "the integer part  of" read "the greatest integer 
not greater than". 

Page 8, l i ne  5. For 14 read 1 6  . 
Page 8, l ine  7 from foot. For "functions defined by programs" read "functions 

defined by the user". 

Page 9, l ine  9 from foot, and later. For "concatenation" the approved tern 
is "catenation". 

Page 11, l ine  10 from foot. For "sum compression" the approved term i s  "sum 
reduction". Similarly9 l ines  4-3 from foot, for "coordinate t o  be 
compressed" read "coordinate t o  be reduced". And page 14, l ine  11, for  
"compressing Y 'I read "reducing Y ' I .  (But the operation described 
later, page 25, l a s t  line, t o  page 26, l ine 4, i s  known as compression 
and the text  is correct.) 

Page 17, l ine  14  from foot and la ter .  For "open product" read "outer product". 
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